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Abstract—Graph-structured data exhibits universality and widespread applicability across diverse domains, such as social network
analysis, biochemistry, financial fraud detection, and network security. Significant strides have been made in leveraging Graph Neural
Networks (GNNs) to achieve remarkable success in these areas. However, in real-world scenarios, the training environment for models is
often far from ideal, leading to substantial performance degradation of GNN models due to various unfavorable factors, including
imbalance in data distribution, the presence of noise in erroneous data, privacy protection of sensitive information, and generalization
capability for out-of-distribution (OOD) scenarios. To tackle these issues, substantial efforts have been devoted to improving the
performance of GNN models in practical real-world scenarios, as well as enhancing their reliability and robustness. In this paper, we
present a comprehensive survey that systematically reviews existing GNN models, focusing on solutions to the four mentioned real-world
challenges including imbalance, noise, privacy, and OOD in practical scenarios that many existing reviews have not considered.
Specifically, we first highlight the four key challenges faced by existing GNNs, paving the way for our exploration of real-world GNN
models. Subsequently, we provide detailed discussions on these four aspects, dissecting how these solutions contribute to enhancing the
reliability and robustness of GNN models. Last but not least, we outline promising directions and offer future perspectives in the field.

Index Terms—Graph Neural Networks, Imbalance, Noise, Privacy, Out-of-Distribution.
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1 INTRODUCTION

G RAPH-STRUCTURED data, characterized by nodes and
edges that represent interconnected entities and rela-

tionships, possesses inherent complexity and versatility. The
interconnected nature of graphs allows them to model a
wide range of real-world scenarios where entities and their
interactions play a crucial role. Analyzing graph data is of
paramount importance as it enables us to gain insights into
intricate patterns, uncover hidden structures, and under-
stand the dynamics of interconnected systems [1], [2]. The
applicability of graph data extends across various domains;
for instance, in social network analysis, graphs can represent
relationships between individuals [3], in bioinformatics,
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molecular structures can be modeled as graphs [4], and
transportation networks can be also expressed as graphs to
optimize routes and logistics [5].

Recently, the landscape of graph data analysis has been
significantly shaped by the widespread adoption and re-
markable success of Graph Neural Networks (GNNs) [6]–[9].
GNNs have emerged as a cornerstone in graph learning,
demonstrating exceptional performance in various applica-
tions. The fundamental idea behind GNNs lies in their ability
to capture complex relationships within graph-structured
data by iteratively aggregating and updating information
from neighboring nodes [10]. This enables GNNs to learn
meaningful representations of nodes, capturing both local
and global patterns within the graph [1]. The versatility and
effectiveness of GNNs are prominently demonstrated in var-
ious real-world applications. In e-commerce, platforms like
Alibaba [11] leverage GNNs to comprehend user behavior,
thereby enabling personalized product recommendations
and enhancing overall user engagement. Social media such
as Pinterest [12] utilize GNNs for content recommendation,
successfully connecting users with relevant and appealing
content. Additionally, GNNs achieve remarkable success in
scenarios such as simulating complex physical systems [13],
[14] and accelerating drug discovery processes [15], [16].

Despite the outstanding performance exhibited by current
GNN models, it is crucial to acknowledge that their training
typically occurs within an idealized environment, where
the training data is clean, standardized, and comprehensive.
However, in real-world scenarios, GNN models typically
face various challenges that significantly compromise their
performance and may even lead to model collapse [17], [18].
This discrepancy between idealized training conditions and
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Fig. 1: An illustrative example of GNN models handling prac-
tical social network scenarios. User data extracted from real-
world platforms typically exhibit long-tailed distributions,
indicating there are widespread mainstream user types along-
side lots of rare genres. The interactions among users may
be influenced by structural noises and the presence of fake
labels. Moreover, the practical GNN models are confronted
with attack models and user information leakage issues. The
generalization of models from existing business scenarios to
novel environments also introduces OOD concerns.

real-world challenges poses a critical issue in the deployment
of GNNs. For example, in the fraud detection of financial
transactions [19], compared with non-fraud cases, the scarcity
of fraud cases leads to an imbalance dataset. Due to this
imbalance problem, GNNs may have difficulty effectively
learning patterns related to fraud. In bioinformatics [20],
experimental errors or anomalies may introduce noise,
making it difficult for GNNs to accurately predict molecular
structures or identify potential patterns in biological data. In
social network analysis [21], GNNs models needs to strike
a balance between extracting valuable information from the
network and preserving user privacy. Furthermore, in net-
work security [22], GNNs used to detect network threats may
encounter struggle when facing novel and previously unseen
out-of-distribution (OOD) attacks. The illustrative example
in Figure 1 further elucidates the challenges encountered in
real-world social network scenarios.

To cope with the myriad challenges that GNN models
face in real-world scenarios, researchers have dedicated
significant efforts to address these adverse factors. To compre-
hensively and systematically summarize the methodologies
employed in real-world scenarios, we present a thorough
survey in this paper. This survey primarily focuses on
the solutions devised for GNN models confronting four
prevalent real-world conditions: Imbalance, Noise, Privacy,
and Out-of-Distribution. By consolidating existing research
endeavors, this survey aims to provide a comprehensive
overview of the current landscape. Additionally, we aim
to present prospective research frontiers that can guide
researchers in reviewing, summarizing, and formulating
future strategies to enhance the reliability and robustness of
GNN models in practical applications.

Differences between this survey and existing ones. Until
now, there have been several other literature reviews that
have delved into real-world GNNs from different aspects [17],
[18], [23]–[25], and they are closely relevant to our research.

While these surveys share relevance with our work, they also
exhibit distinctions in their specific focuses. For example, Wu
et al. [23] focus on three aspects of GNN models: reliability,
explainability, and privacy. Dai et al. [18] conduct a more
detailed discussion covering privacy, robustness, fairness,
and explainability. Zhang et al. [17], building upon the
foundation laid by [18], explore the emerging topics of
accountability and environmental well-being. These three
concurrent works center their themes around trustworthy
GNNs, approaching from the perspective of creating more
reliable AI systems. Different from theses works, our survey
originates from real-world considerations, concentrating on
practical scenarios. Further, Oneto et al. [24], expanding on
the trustworthy foundation, encompass more macroscopic
elements such as automated operations with guarantees on
graphs, aiming for more intelligent and responsible GNN
models. To the best of our knowledge, the survey most closely
related to ours is [25], which summarizes reliable graph
learning from the aspects of inherent noise, distribution shift,
and adversarial attack. Besides these, our survey also address
the prevalent issues of data imbalance and privacy in real-
world scenarios. It is worth noting that their survey [25] only
covers methods up to 2022, lacking coverage of the latest
developments in the past three years.

Our Contribution. This survey aims to comprehensively
summarize the advancements of GNN models in the real
world while also paving the way for future exploration.
It serves as a valuable resource for both researchers and
practitioners by providing them with an overview and the
latest developments in GNNs in practical scenarios. The key
contributions of this survey are highlighted below:
• Systematic Taxonomy. A novel taxonomy is proposed

to systematically categorize existing real-world GNN
models, focusing primarily on the models to address
imbalance, noise, privacy, and out-of-distribution issues,
and presenting representative methods.

• Extensive Review. For each category covered in this survey,
we summarize its basic principles and components, and
provide detailed insights into representative algorithms,
followed by a systematic discussion of their findings.

• Future Perspectives. We identify limitations and confront
challenges associated with current real-world GNN mod-
els, and outline potential research directions, offering a
novel perspective on future avenues of study.

2 TAXONOMY

To gain deeper insights of GNN models in real-world
scenarios, we have spotlighted key research efforts, delved
into their motivations, and concisely summarized their
primary technical contributions. The overall structure of the
paper is depicted in Figure 2. This survey establishes a novel
taxonomy, categorizing these works into four distinct classes:
Imbalance, Noise, Privacy, and Out-Of-Distribution. These cat-
egories serve as a comprehensive framework for reviewing
and analyzing these works across diverse scenarios. We will
provide a brief overview of these four real-world factors:

• Imbalance in graph data refers to the uneven distribution
of class labels in a graph [26]. Solving this problem is cru-
cial for preventing the learning process from being biased
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Re-balancing GraphSMOTE [26], ImGAGN [27], GraphENS [28], SNS [29], C3GNN [30], ReNode [31], TAM [32]

Augmentation-based GraphMixup [33], G2GNN [34], CM-GCL [35],
SOLTGNN [36], RAHNet [37], GNN-INCM [38],LTE4G [39]

Module Improvement ImGCL [40], INS-GNN [41], GNN-CL [42], RAHNet [37], GraphDIVE [43], CoMe [44]

Noise

Label Noise
Loss Correction NRGNN [45], DND-Net [46], PIGNN [47], CP [48], RTGNN [49], GraphCleaner [50]

Label Correction UnionNET [51], GNN Cleaner [52], ERASE [53], LP4GLN [54], CGNN [55]

Structure Noise

Metric Learning GRCN [56], GNNGuard [57], GDC [58], GLCN [59], IDGL [60], SLAPS [61]

Sampling-based DropEdge [62], DropCONN [63], PTDNet [64], FastGCN [65], NeuralSparse [66]

Direct Optimization TO-GCN [67], Pro-GNN [68], Gosch et al. [69], PTA [70], RLP [71], PAMT [72]

Attribute Noise

Adversarial Attack
and Defense Nettack [73], GraphAT [74], GCNVAT [75], BVAT [76], GCORN [77]

Loss Refinement T2-GNN [78], MQE [79], BRGCL [80]

Privacy
Privacy Attack MIAGraph [81], He et al. [82], Duddu et al. [83], GraphMI [84], Wu et al. [85], Shen et al. [86]

Privacy Preservation DPNE [87], PrivGnn [88], DP-GNN [89], KProp [90], GERAI [91], GAL [92], APGE [93],
DP-GCN [94], SpreadGNN [95], D-FedGNN [96], GraphErase [97] MIAGraph [81]

OOD

OOD Detection

Propagation-based GPN [98], GNNSage [99], OODGAT [100], OSSNC [101]

Classification-based AAGOD [102], BWGNN [103], GKDE [104], iGAD [105]

Self-supervised
Learning-based

GLocalKD [106], GOOD-D [107], GRADATE [108], GLADC [109],
GraphDE [110], OCGIN [111], OCGTL [112], GOODAT [113]

OOD Generalization
Subgraph-based CAL [114], CIGA [115], StableGNN [116], SizeShiftReg [117],

GIL [118], MoleOOD [119], LiSA [120], EERM [121]

Adversarial Learning GraphAT [74], CAP [122], AIA [123], LECI [124], WT-AWP [125], DEAL [126]

Fig. 2: An overview of the taxonomy for existing GNN models in real world.

towards the majority class, which will hinder the model’s
ability to capture minority class patterns. To alleviate this
situation, three main strategies are usually employed. The
first is the re-balancing strategy, which aims to reduce class
dominance [26], [31] by adjusting sample distributions or
loss functions. The second strategy is augmentation-based,
which aims to support model training by introducing extra
data or structural information [34], [39]. The last strategy
is module enhancement [40], [43] to increase the model’s
ability to learn discriminative features under imbalance.

• Noise in graph data denotes incorrect, irrelevant, or
misleading information that can impair GNN perfor-
mance [45], generally classified into three types: Label
Noise, Structure Noise, and Attribute Noise. The first is
caused by label allocation errors due to annotation er-
rors or inconsistent data, which is typically addressed
through loss correction and label correction [45], [52].
The second arises from inaccurate or missing edges and
distorted graph topology, which is commonly mitigated
through metric learning, sampling-based methods and
direct optimization [59], [62], [67]. The third arises from
manual entry errors or intentional manipulation, typically
addressed by ensuring robust representation learning
through adversarial training [73] and loss refinement [79].

• Privacy in graph data involves protecting sensitive infor-
mation tied to nodes or edges to ensure confidentiality
during training and inference processes [127]. Since graph
learning usually deals with personal or confidential data,
protecting privacy is of crucial importance. The solution

aims to balance practicality and protection, and is usually
divided into Privacy Attack and Privacy Preservation. Privacy
attack uses the model or data privacy loophole to reveal
hidden information [81], [83], [85]. And privacy preserva-
tion is focused on by adversarial learning, the federated
training, and other technical defense [93], [94], [128].

• Out-of-distribution (OOD) in graph data are instances
that differ significantly from the distribution seen during
training [129]. In graph learning, OOD scenarios require the
model to recognize and adapt to unseen graph instances.
Solving this problem involves two key tasks: OOD Detec-
tion and OOD Generalization. OOD detection [98], [107],
[110] focuses on the recognition beyond the distribution of
the training data points, usually use anomaly detection or
uncertainty estimation techniques. Instead, OOD general-
ization [114], [130] aims to improve the robustness of the
models, to new, unseen graph for accurate prediction.

3 PRELIMINARY

3.1 Graph
Given a graph denoted as G = (V, E), where V =
{v1, . . . , v|V|} is the node set and E is the edge set which
can be represented by an adjacency matrix A ∈ R|V|×|V|,
where Aij = 1 if (vi, vj) ∈ E , otherwise Aij = 0. Each node
vi in the graph is associated with a feature vector xi ∈ Rd,
constituting the feature matrix of graph X ∈ R|V|×d, where d
presents the number of dimensions in the features. Therefore,
we can also represent a graph as G = {X,A}, in which Y
denotes the label vector for the labeled nodes or graphs.
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3.2 Graph Neural Networks

Graph Neural Networks (GNNs) [6]–[8] represent a class of
neural network architectures specifically tailored for learning
representations of the graph’s components—its nodes, edges
and even entire graph—to capture the complex relationships
and structures within the graph. A central mechanism of
GNNs is the message-passing paradigm [10], where the
embedding of a node vi is iteratively updated through
interactions with its neighbors, denoted as:

h
(l)
i = GNN(l)

(
h
(l−1)
i ,

{
h
(l−1)
j

}
vj∈N (vi)

)
= C(l)

(
h
(l−1)
i ,A(l)

({
h
(l−1)
j

}
vj∈N (vi)

))
,

(1)

where h
(l)
i indicates the embedding of vi at layer l ∈

{1, . . . , L} and N (vi) denotes the neighbors of vi derived
from A. A(l) and C(l) are the message aggregating and
embedding updating functions at layer l, respectively. Finally,
the node-level representation is hi = h

(L)
i at layer L,

while the graph-level representation can be attained by a
READOUT aggregation function, defined as:

hG = READOUT({h(L)
i }vi∈V), (2)

where READOUT could be averaging or other graph-level
pooling functions depending on the model [131]–[133].

3.3 Computational Tasks

Computational tasks related to graphs can generally be classi-
fied into two primary categories: node-level and graph-level
tasks. At the node level, the main tasks involve classifying
nodes [134], ranking nodes [135], clustering nodes [136]
and predicting links between nodes [137]. On the other
hand, tasks at the graph level primarily include classifying
entire graphs [138], [139], matching different graphs [140]
and generating new graphs [141]. Here we introduce three
representative computational tasks on the graph.

Node Classification. Given graph G = {V, E}, with a set
of labeled nodes denoted as VL ⊂ V and unlabeled nodes
set denoted as VU = V \ VL. We assume each node i ∈ VL is
associated with a label yi. Node classification aims to learn a
model using G and its available label set to predict the labels
of the unlabeled nodes in VU.

Link Prediction. Given graph G = {V, E}, with a set of
known edges EK. We assume the existence of unobserved
links EU = E \ EK between nodes. Link prediction aims to
learn a model from G to predict whether a link exists between
nodes vi and vj , where (vi, vj) /∈ EK.

Graph Classification. Beyond tasks focused on individual
nodes, graph classification operates at the level of entire
graphs. Given a training graph dataset D = {(Gi, yi)}|D|

i=1

with multiple graphs, we assume each graph instance
belongs to a certain class, where yi is the label of graph
Gi and |D| represents the total number of graphs in the
training set. Graph classification aims to learn a model from
the dataset D to predict the labels of unseen test graphs.

Based on the basic concept of graphs, more details about
GNN applications in real-world practical scenarios can be
found in the following sections.

Imbalanced Graph Classification Result
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Fig. 3: Illustration of the data imbalanced problem. The
labels assigned to nodes or graphs that obtained from real-
world data sources always suffer from severe class imbalance
issue brought by the long-tail distribution of samples. The
challenge calls for various applicable re-balancing strategies
to train robust and reliable GNNs.

4 IMBALANCE

In real-world GNN applications, data imbalance poses a
major challenge, often showing significant disparities in
class instance counts. This is common in tasks like fraud
detection [142] and anomaly detection [143]. The domi-
nance of majority classes leads to minority classes being
underrepresented, harming overall performance. Formally,
let {C1, C2, ..., CK} denote K classes with |Ck| samples in
class k, satisfying |C1| ≥ |C2| ≥ · · · ≥ |CK |. The goal is to
train a GNN classifier that performs well on both majority
(e.g., C1) and minority (e.g., CK ) classes. In other words, we
expect that the trained GNN classifier F∗ can maximize the
utility, such as the accuracy (ACC) for each class, i.e.,

F∗ = argmax
F

{ACC(F(Ck))}Kk=1. (3)

To tackle this, existing methods are broadly grouped into
three categories: re-balancing, augmentation-based, and module
improvement methods. Figure 3 illustrates the concept, and
Table 1 summarizes representative works. Next, we delve
into each strategy, offering a comprehensive overview.

4.1 Re-balancing Approaches

Re-balancing approaches aim at addressing the problem
of uneven distribution of training samples across differ-
ent classes, including two main categories of methods: re-
sampling, and cost-sensitive learning.

Re-sampling (RS). RS adjusts the selection of samples
during training. Standard RS techniques involve either
replicating samples in the minority class or reducing samples
in the majority class. However, in cases of severe imbalance,
they can either cause overfitting or weaken performance,
respectively. Therefore, recent studies mainly aim to synthe-
size (BSYN) minority samples, or partition (BPAR) the majority
samples to balance (B) the classes, formulated as:

B(C1, . . . , Cn) = {BSYN(Cminority),BPAR(Cmajority)}, (4)

where Cminority and Cmajority contain samples from the ma-
jority and minority classes, respectively. GraphSMOTE [26]
employs synthetic minority oversampling within the embed-
ding space to increase the representation of minority classes.
Moreover, it integrates an edge generator to create new
connections between synthesized samples and existing ones,
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TABLE 1: Overview of methods for learning from imbalanced
graphs, categorized into three main types: re-balancing,
augmentation-based, and module improvement methods.

Method Task Type Re-balancing Augmentation Module Improvement

RS CSL TL IA RL CT ME

GraphSMOTE [26] Node-level ✓
ImGAGN [27] Node-level ✓
GraphENS [28] Node-level ✓
SNS [29] Node-level ✓ ✓
C3GNN [30] Graph-level ✓ ✓
DataDec [144] Graph-level ✓
ReNode [31] Node-level ✓
TAM [32] Node-level ✓
SOLTGNN [36] Graph-level ✓
RAHNet [37] Graph-level ✓ ✓ ✓
GNN-INCM [38] Node-level ✓ ✓
LTE4G [39] Node-level ✓ ✓
GraphMixup [33] Node-level ✓
G2GNN [34] Graph-level ✓ ✓
CM-GCL [35] Node-level ✓ ✓
INS-GNN [41] Node-level ✓
ImGCL [40] Node-level ✓ ✓
GNN-CL [42] Node-level ✓
GraphDIVE [43] Graph-level ✓
CoMe [44] Graph-level ✓ ✓ ✓
PASTEL [146] Node-level ✓ ✓
QTIAH-GNN [143] Node-level ✓ ✓

which can produce dependable relational data among sam-
ples. To improve sample quality, ImGAGN [27] introduces
a generative adversarial graph network that generates syn-
thetic minority nodes and uses a GCN-based discriminator to
distinguish real nodes. Despite effectiveness, they still strug-
gle with neighbor memorization under severe imbalance.
GraphENS [28] addresses this by generating minority nodes
along with their one-hop neighbors, synthesizing complete
ego networks. SNS [29] tackles imbalanced heterogeneous
networks by adaptively selecting neighbors and enriching
the network with synthetic nodes. DataDec [144] proposes a
dynamic sparsity framework—data decantation—that selects
informative samples via gradient score ranking. Recently,
C3GNN [30] proposes a cluster-guided contrastive frame-
work, which alleviates imbalance by dividing majority classes
into balanced subclasses and enriching them via mixup.

Cost-sensitive Learning (CSL). CSL adjusts training loss
for various classes to tackle the imbalances in training. A
widely used method involves applying the frequencies of
labels from the training data to adjust the weights of the
loss function. As a variation of this technique, class-balanced
loss (ℓCB) [145] involves scaling the loss of various classes
according to the inverse of the effective number of samples
in each class, formulated as:

ℓCB = −
|VL|∑
i=1

1− β

1− β|Cyi
| log(ℓERM,i), (5)

where ℓERM,i is the empirical risk of each labeled sample and
β is a hyperparmeter. However, this direct approach may
not always be the best solution because it does not consider
the graph topology. To address this, ReNode [31] focuses
on both the quantity and topology imbalances in nodes
by examining the shift in node influence and adaptively
adjusting the weight of labeled nodes according to their
relative positions to class boundaries. Similarly, TAM [32]
also utilizes topological information, comparing each node’s
connectivity pattern to the average pattern of its class and
adaptively modifying the margin based on that.

4.2 Augmentation-based Approaches
Augmentation-based approaches aim to enhance model
training with extra information, boosting performance in
imbalanced learning scenarios. This approach includes two
techniques: information augmentation and transfer learning.

Information Augmentation (IA). IA introduces addi-
tional knowledge into model training. IA techniques includes
generating informative augmented views through transfor-
mations TIA = TIA(G) = {G̃1, G̃2, . . . }. These augmented
data provide complementary learning signals that help
alleviate class imbalance. The overall training loss typically
consists of two components:

ℓ = ℓERM(F(G),Y) + λℓAUX(TIA), (6)

where ℓERM is the standard empirical risk, e.g., cross-entropy
loss, loss on the original graphs, and ℓAUX is an auxiliary
loss that depends on the augmented data TIA. For exam-
ple, GraphMixup [33] enhances graph augmentation via
semantic feature mixup and contextual edge mixup for
local and global structure, and a reinforcement mechanism
that adaptively sets the upsampling ratio for each minority
class. However, this augmentation lacks effective supervision
and discriminative power. Instead of augmenting samples
directly, G2GNN [34] builds a graph-of-graphs using kernel
similarity to gain global supervision from neighbors and
local supervision from the graphs themselves. CM-GCL [35]
exploits multi-modal data through a co-modality framework
that generates contrastive pairs, and applies inter- and intra-
modal graph contrastive losses for optimization.

Transfer Learning (TL). TL aims to apply knowledge
from one domain (e.g., specific datasets or classes) to enhance
model training in another. In graph imbalanced learning,
two main TL approaches are majority-to-minority transfer
and knowledge distillation. The former leverages patterns
from majority classes to improve prediction on minority
classes. For instance, SOLTGNN [36] captures co-occurrence
substructures from majority graphs at both node- and
subgraph-levels and uses a relevance predictor to transfer
them to minority graphs. RAHNet [37] introduces a retrieval-
augmented branch that retrieves informative graphs to enrich
minority class representations. As another direction, knowl-
edge distillation enables knowledge transfer via teacher-
student training. GNN-INCM [38] incorporates a distillation
module focusing on hard samples using distribution and
triplet alignment losses. LTE4G [39] employs two student
models: one for majority nodes and another for minority
nodes, each specialized in classifying their respective classes.

4.3 Module Improvement Approaches
Research in this area focuses on enhancing network modules
in imbalanced learning, encompassing representation learning,
classifier training, and model ensemble.

Representation Learning (RL). While contrastive learn-
ing is commonly used to enhance representation [147], [148],
ImGCL [40] identifies a limitation in current graph con-
trastive methods’ ability to discriminate imbalanced nodes.
To address this, ImGCL introduces a node centrality-based
progressively balanced sampling method to better preserve
the intrinsic graph structure. But no extra supervision is
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introduced. INS-GNN [41] first employs self-supervised
learning to pre-train the model, then uses self-training
to assign pseudo-labels to unlabeled nodes. Besides self-
supervised learning, GNN-CL [42] applies metric learning,
focusing on distance-based losses to learn an embedding
space with improved discrimination. Specifically, it proposes
neighbor-based triplet loss to distinguish minority-class
samples by adjusting node distances in the feature space.

Classifier Training (CT). Imbalance causes larger weight
norms for majority classes, biasing the classifier toward
dominant ones. For better training, RAHNet [37] jointly
learns a balanced feature extractor and unbiased classifier via
decoupling. RAHNet mitigates classifier bias by regularizing
classifier weights while keeping the extractor fixed.

Model Ensemble (ME). ME typically employs a multi-
expert learning framework to conduct graph learning from
diverse perspectives, thereby enhancing model performance.
A typical ME method takes the form:

ŷ =
K∑
i=1

wi · Fi(Gi),
K∑
i=1

wi = 1, (7)

where each Fi denotes the prediction from expert i, trained
on a specific view, and wi is its gating weight. Diversity
is introduced by varying inputs or architectures, and the
weights wi may be static or learned dynamically based
on input. GraphDIVE [43] focuses on extracting varied
representations at both node and graph levels. To ensure
the diversity of experts, each expert receives a specific graph
representation view, which forms the final prediction through
aggregation. Building upon the multi-expert framework,
CoMe [44] combines various expert models using dynamic
gating functions, enhancing the overall diversity of the train-
ing network. Moreover, it performs knowledge distillation
in a disentangled manner among experts, motivating them
to learn extra knowledge from each other.

4.4 Discussion

Although significant advancements have been made in graph
imbalanced learning, most work focuses on label imbalance,
with less attention given to structural imbalances within
graphs. Sun et al. [146] analyze supervision distribution
globally, addressing under-reaching and over-squashing via
position-aware structure learning that optimizes information
propagation paths, addressing topology imbalance directly.
Similarly, QTIAH-GNN [143] tackles topology imbalance
with a multi-level, label-aware neighbor selection mechanism
that aims to identify and sample neighbors similar to a given
central node while effectively excluding nodes of dissimilar
classes. However, deeper understanding and solutions for
topology imbalance remain needed.

5 NOISE

In addition to the challenge of class imbalance, the presence
of data noise within the graph is a widespread issue in
real-world scenarios [149]. There are three common types of
noise: label noise, structural noise and attribute noise. Figure 4
illustrates the fundamental principles of GNNs in addressing
three noises. Next, we discuss these three aspects in detail.
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Fig. 4: Illustration of GNNs under the impact of label and
structural noise. Inevitable label errors require the GNN
model to accurately identify mislabeled samples, while the
fake or absent edges between nodes require the model to
reconstruct the ground-truth adjacency.

5.1 Label Noise
This section introduces graph learning with label noise,
covering both node-level [45], [47], [49], [50] and graph-level
[150]–[152] classification. The former is more extensively
studied, and our focus is on node-level classification. The
goal is to train a GNN classifier F∗ that is robust to label
noise. The model is trained on a graph G where some nodes
have noisy labels Ynoisy, and outputs predicted labels YU for
the unlabeled nodes as:

YU =F∗(G), F∗ = argmin
F

ℓ(F(G),Ynoisy).

The expectation is that the trained model effectively mitigates
the adverse impact of noisy labels on the predictions YU for
the unlabeled nodes. Studies addressing scenarios with noisy
labels on graphs can be categorized into two groups: loss
correction and label correction. Table 2(a) presents the overview
of these methodologies. In the subsequent sections, we delve
into detailed introductions.

5.1.1 Loss Correction Approaches
Loss correction (LoC) approaches [45], [49] aim to rectify
the impact of label noise on risk minimization by adapting
the training loss. Various commonly employed techniques
include loss regularization, sample reweighting, adversarial attack
and defense, and guidance from a mislabeled transition matrix.

Loss Regularization. Loss regularization methods intro-
duce additional information to alleviate the impact of noisy
labels, where the total loss can be formulated as:

ℓ = ℓERM(F(G),Ynoisy) + λℓREG, (8)

where ℓERM is the empirical risk and ℓREG is the regularization
term with additional information. By incorporating such
supplementary information, loss regularization enhances
the model’s robustness to noisy labels during training. For
example, NRGNN [45] suggests connecting unlabeled nodes
with labeled nodes by exploring high feature similarity,
where the structure reconstruction loss is introduced to adjust
the training loss. This approach also incorporates pseudo-
label information with high prediction confidence to enhance
supervision and further mitigate the impact of label noise.
However, it overlooks the potential negative propagation
caused by such connections. DND-Net [46] proposes a
simple yet robust framework that decouples propagation
and transformation to prevent noise spreading, integrating
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reliable pseudo-labeling with neighbor-aware uncertainty
reweighting. From another perspective, PIGNN [47] focuses
on pair-wise interaction (PI) between nodes to support noise-
tolerant GNN learning, showing that PI introduces less noise
than point-wise methods. Contrastive learning (CL) [153]–
[156] leverages comparisons between similar and dissimilar
pairs to learn robust representations. CR-GNN [157] uses an
unsupervised neighbor contrastive loss with a dynamic cross-
entropy loss, selecting nodes with consistent predictions as
reliable to prevent overfitting to noisy labels.

Sample Reweighting. Leveraging the memorization
effect, training on small-loss samples is a promising approach
to mitigate challenges posed by noisy labels [158]. In sample
reweighting, the strategy down-weights large-loss samples
in the training loss, thereby enhancing the supervision from
clean labels. The corresponding loss can be unified into:

ℓ =

|VL|∑
i=1

ωi · ℓERM,i,

|VL|∑
i=1

wi = 1, (9)

where ωi is the specific-defined weight and ℓERM,i is the
empirical risk of each labeled node. Drawing inspiration from
the edge predictor [45], RTGNN [49] integrates both sample
reweighting and loss regularization techniques. Utilizing the
small-loss principle (SLP), RTGNN filters out clean labels
and diminishes the influence of noisy labels in the training
process. Additionally, RTGNN introduces internal strength-
ening and coherence regularization as supplementary forms
of supervision, aiming to enhance the model’s robustness.

Adversarial Attack and Defense. Akin to noisy labels, ad-
versarial label-flipping attacks strategically manipulate labels
to mislead a model during training, deliberately introducing
misclassifications for adversarial purposes. CP [48] develops
an attack model LafAK, based on an approximated closed
form of GNNs, to simulate label-flipping attacks. They also
propose a defense framework that uses a self-supervised task
to preserve community properties as regularization, thus
improving robustness and mitigating overfitting.

Mislabeled Transition Matrix (MTM). MTM is instru-
mental in characterizing how nodes in different classes are
mislabeled, effectively capturing the underlying pattern of
noise formation. By utilizing this matrix, it guides the train-
ing process when dealing with noisy labels. GraphCleaner
[50] first leverages the validation set to learn MTM and
then uses the estimated MTM as a synthetic mislabel dataset
generator to train the noise detector.

5.1.2 Label Correction Approaches

Label correction (LaC) approaches [52], [55] offer a more intu-
itive solution by identifying nodes with potentially incorrect
labels and correcting them to ensure reliable training. The
detect-and-correct procedure can be formulated as:

Ycorrect = CN(G,Ynoise), Ynoise = DN(G,Ynoisy), (10)

where CN and DN are tailored noise corrector and detector,
respectively. Then the training loss is built upon the corrected
Ycorrect. Common correction techniques include label propa-
gation, neighbor voting, et al. These techniques contribute to
refining the accuracy of labels in the training data, ultimately

enhancing the robustness of the model against the impact of
noisy labels during the learning process.

Label Propagation (LP). In the context of the homophily
assumption, LP disseminates clean labels through the graph
by leveraging node similarity, effectively correcting poten-
tially mislabeled nodes. For example, UnionNET [51] uses
similarities of learned node representations as attention
weights for label aggregation, then employs aggregated class
probabilities to weight training samples and guide label
correction, jointly optimizing the network. However, it fails
to distinguish the reliability of samples. GNN Cleaner [52]
propagates clean labels through graph structure, generating
pseudo-labels filtered by agreement with given labels, and
then applies a learnable correction scheme supervised by
reliable labels. Coding rate reduction (CRR) [159] promotes
semantically rich representations, extended by ERASE [53]
via decoupled propagation that combines placeholder and
refined labels with fault-tolerant adjustments. Additionally,
LP4GLN [54] tackles noisy labels in heterogeneous graphs
by reconstructing homophily-restored graphs, iteratively
selecting high-confidence labels through LP.

Neighbor Voting (NV). NV determines the corrected
label for a node by considering the majority label among
its neighbors. This approach assumes neighboring nodes
are likely to be similar, emphasizing the role of local
structure in correcting noisy labels. CGNN [55] combines
Loc and Lac, employing graph CL as a regularization to
avoid overfitting. It filters noisy labels based on consistency
between predicted/annotated labels and neighbors, then
corrects filtered noisy nodes via neighbor voting.

5.2 Structure Noise

Structure noise in GNNs refers to the presence of irrelevant or
noisy information in the graph structure that can negatively
impact the performance of the GNN model [161]. GNNs
are highly susceptible to structure noise since errors can
propagate throughout the graph due to the message-passing
mechanism [10]. Therefore, the quality of the input graph
structure is critical to achieving optimal GNN performance
[162]. The mainstream methods of tackling structure noise
are graph structure learning and direct optimization. The former
focuses on optimizing the graph structure before carrying
out downstream tasks and can be further categorized into
metric learning and sampling-based approaches. They refine
the noisy adjacency matrix and node representations by:

A∗ = FADJ(A
noisy,X), Z∗ = FREP(X,A∗), (11)

where FADJ and FREP are the structure learner and rep-
resentation learner, respectively. The latter mitigates the
impact of structural noise by directly incorporating tailored
regularization terms (ℓREG), improving the GNN architecture
(F̄ ), or refining the supervision labels (Ȳ) to optimize the
training loss, where the loss can be unified as:

ℓ = ℓERM(F̄(Anoisy,X), Ȳ) + λℓREG. (12)

The following sections provide a comprehensive overview
of these methods, which are summarized in Table 2(b).
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TABLE 2: Overview of methods on graphs against three
types of noises. (“PLL”: pseudo-label learning, “SR”: self-
reinforcement, “HR”: homophily reconstruction, “ES”: edge-
level sampling, “NS”: node-level sampling)

(a). Label Noise

Method Data Type Core Idea Implementation & Details

NRGNN [45] Node-level LoC Edge Connection, PLL
DND-Net [46] Node-level LoC Decoupling, PLL
PIGNN [47] Node-level LoC PI
CR-GNN [157] Node-level LoC CL, Sample Selection
CP [48] Node-level LoC Attack and Defense
RTGNN [49] Node-level LoC SLP, SR
GraphCleaner [50] Node-level LoC MTM, Neighbor Agreement
UnionNET [51] Node-level LaC Label Aggregation
GNN Cleaner [52] Node-level LaC LP
ERASE [53] Node-level LaC CRR, LP
CGNN [55] Node-level LoC & LaC CL, NV
LP4GLN [54] Node-level LaC HR, LP
D-GNN [150] Graph-level LoC MTM, Backward LoC
OMG [151] Graph-level LoC & LaC Coupled Mixup, CL

(b). Structure Noise

Method Type Post-processing Graph Regularization

GRCN [56] KML kNN Sparsification
GNNGuard [57] KML ϵNN Sparsification
GDC [58] KML kNN,ϵNN Sparsification
GLCN [59] NML kNN Sparsification
IDGL [60] NML ϵNN Sparsification, Smoothness
SLAPS [61] NML kNN Sparsification
DropEdge [62] ES ϵNN Sparsification
DropCONN [63] ES - Smoothness
FastGCN [65] NS - -
PTDNet [64] ES - Sparsification, Smoothness
NeuralSparse [66] ES kNN Sparsification
TO-GCN [67] DO - Smoothness
PRO-GNN [68] DO - Sparsification, Smoothness
Xu et al. [160] DO - Attack and Defense
Gosch et al. [69] DO - Attack and Defense
PTA [70] DO - Decoupling
RLP [71] DO - Decoupling
PAMT [72] DO - Decoupling

(c). Attribute Noise

Method Type Implementation & Details

Nettack [73] Attack and Defense Incremental Computations
BVAT [76] Attack and Defense Virtual Adversarial Perturbations
GCORN [77] Defense Orthonormal Weight Matrix
MQE [79] Loss Refinement Multi-hop Propagation
BRGCL [80] Loss Refinement Contrastive Learning

5.2.1 Metric Learning Approaches

Metric learning (ML) approaches treat the metric function as
learnable parameters and refine the graph structures by learn-
ing the metric function ϕ(·, ·) of pair-wise representations:
Ãij = ϕ(hi,hj), where hi,hj are the learned embedding
representations of nodes vi, vj , and Ãij denotes the learned
edge weight between vi and vj . The refined matrix A∗

is obtained as the output of an update function g(·, ·):
A∗ = g(Anoisy, Ã). According to the different realizations of
the metric function ϕ(·, ·), ML approaches can be divided
into kernel-based and neural-based MLs. Additionally, kNN (i.e.,
each node has up to k neighbors) and ϵNN (i.e., edges whose
weight are less than ϵ will be removed) are two common
post-processing operations to achieve graph sparsification.

Kernel-based ML (KML). This kind of method uses the
kernel function as ϕ to calculate edge weights between nodes.

GRCN [56] contains a GCN that predicts missing edges and
revises edge weights based on node embeddings. It uses the
dot product as a kernel function to calculate the similarity
between each node. Yet it cannot achieve reasonable graph
sparsification. GNNGuard [57] protects GNNs from adver-
sarial attacks by detecting and removing suspicious edges,
ensuring robust predictions. It uses cosine similarity to assess
connection relevance. Graph diffusion convolution (GDC)
[58] uses generalized graph diffusion for graph sparsification
and improving learning outcomes, allowing for information
aggregation from a broader neighborhood. GDC uses a
diffusion kernel function to quantify edge connections:

Ã =
∞∑
k=0

θkT
k, (13)

with the generalized transition matrix T and the weighting
coefficients θk satisfying

∑∞
k=0 θk = 1. Note that T can be

the random walk transition matrix Trw = AnoisyD−1 and
the symmetric transition matrix Tsym = D−1/2AnoisyD−1/2,
where D is the diagonal matrix of node degrees.

Neural-based ML (NML). Compared to kernel-based
approaches, neural-based approaches use more complex
neural networks as the metric function ϕ(·, ·) to calculate
edge weights between nodes and learn an optimized graph
structure. GLCN [59] seeks to improve the performance
of GCN in semi-supervised learning tasks by learning an
optimal graph structure. It utilizes a graph learning layer
to calculate the similarity between two nodes and generates
an optimal adaptive graph representation Ã for subsequent
convolution operation. Formally, it learns a graph Ã as:

Ãij =
exp(ReLU(α⊤|zi − zj |))∑|V|
j=1 exp(ReLU(α⊤|zi − zj |))

, (14)

where α is the learnable parameter vector. IDGL [60]
iteratively refines graph structure and GNN parameters to
improve node embeddings and prediction accuracy. It uses
weighted cosine similarity to optimize graph structure:

Ãij =
1

m

m∑
p=1

Ãp
ij , Ãp

ij = cos(wp ⊙ zi,wp ⊙ zj), (15)

where ⊙ denotes the hadamard product. Specifically, w is
a learnable weight metric with m perspectives, and IDGL
calculates the weighted average of cosine similarity for each
head. SLAPS [61] employs complex neural networks as a
metric function to learn task-specific graph structures via
self-supervision. Its graph generator infers structures with
learnable parameters, while denoising autoencoders enhance
supervision through feature denoising.

5.2.2 Sampling-based Approaches
Sampling-based approaches involve randomly sampling
edges or nodes from the original input graph according
to a specific ability distribution to generate a refined graph
structure, formulated as:

A∗ = SSAM(Anoisy,X), (16)

where SSAM(·, ·) is designed based on the graph data itself
or the specific task. This method allows for partial and
random subset aggregation during GNN training, alleviating
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the structure noise and enhancing the model’s robustness.
Additionally, sampling approaches can be further categorized
based on their relevance to downstream tasks.

Task-independent Approaches. This method involves
sampling or dropping without considering their relation to
downstream tasks. DropEdge [62] is an edge-level sampling
technique that improves GCNs by randomly removing a
certain portion of edges from the input graph during training.
This technique acts as a form of unbiased data augmentation
and reduces the intensity of message passing between nodes.
However, However, the absence of targeted supervision
limits its adaptability to specific downstream tasks. Instead,
DropCONN [63] is a biased graph-sampling technique that
aims to mitigate the effects of graph adversarial attacks. It
penalizes adversarial edge manipulations by constructing
random and deformed subgraphs, introducing a significant
regularization effect on graph learning.

Task-dependent Approaches. Instead of directly deform-
ing the graph structure, task-dependent approaches seek
feedback from downstream tasks to make improvements.
PTDNet [64] is an edge-level method that denoises graphs
and enhances generalization by dropping task-irrelevant
edges via a parameterized network. It also employs nuclear
norm regularization to enforce a low-rank constraint on the
graph. FastGCN [65] is a node-level approach that improves
GCN training efficiency by sampling vertices based on
importance, mitigating recursive neighborhood expansion
without sacrificing accuracy. Similarly, NeuralSparse [66]
removes task-irrelevant edges using a deep neural network
based on structural and non-structural information.

5.2.3 Direct Optimization Approaches

Direct optimization (DO) approaches consider the adjacency
matrix learnable, which are optimized by applying specific
regularization or optimization methods, including smoothness,
adversarial attack and defense, and decoupling-based approaches.

Smoothness. This method is based on a commonly held
assumption that graph signals change smoothly between
adjacent nodes [163]. This assumption typically refers to the
smoothness of features and labels, assuming that nearby
and connected nodes are likely to share the same labels or
similar node features. TO-GCN [67] uses label smoothness
regularization, jointly and alternately optimizing network
topology and updating GCN parameters by fully utilizing
the label and topology information. Pro-GNN [68] uses
feature smoothness regularization to recover a clean graph
structure, jointly updating GNN parameters assisted by other
techniques like low rank and sparsification.

Adversarial Attack and Defense. This method handles
structure noise by adding adversarial changes to graph edges
[164]. Xu et al. [160] introduces a gradient-based approach to
help GNNs resist both greedy and gradient attacks without
lowering accuracy. Gosch et al. [69] leverages learnable
graph diffusion to adaptively defend against structural
perturbations while satisfying global and local constraints.

Decoupling. Decoupling-based methods decoupled the
GNN architecture and refine the conventional cross-entropy
loss. Decoupled GCN has been theoretically shown to be
equivalent to label propagation [70], and is notably robust to

structure noise. To overcome its sensitivity to initialization
and label noise, PTA [70] combines graph structural prox-
imity and predictive confidence to dynamically reweight
pseudo-labels in the cross-entropy loss, addressing both
structure and label noise. To further integrate attribute
information, RLP [71] adjusts the propagation matrix by
combining attribute similarity with structural cues, and em-
ploys a momentum strategy for training stability. PAMT [72]
uses a Hadamard product between an adaptive similarity
mask and the adjacency matrix to mitigate inaccurate initial
propagation caused by structure noise.

5.3 Attribute Noise

Attribute noise refers to errors or disruptions in the features
of nodes or edges in a graph. These perturbations can
harm model performance by distorting the original feature
distributions. Such noise often comes from data collection
mistakes, missing values, or even intentional adversarial
attacks [164] that aim to corrupt the input features. The aim
is to train a robust GNN F∗ classifier that minimizes the
impact of attribute perturbations δ:

F∗ = argmin
F

ℓ(F(Xnoisy,A),Y). (17)

Fundamental strategies against this noise fall into two
categories: adversarial attack and defense and loss refinement.
Table 2(c) presents the overview of these methodologies.

5.3.1 Adversarial Attack and Defense Approaches
Adversarial attack and defense methods harden models
against malicious perturbations through min-max optimiza-
tion, formalized as:

min
F

max
∥δ∥≤ϵ

ℓ(F(X+ δ,A),Y), (18)

where δ denotes adversarial noise constrained by ϵ. For this
type, several methods have been proposed to enhance the
robustness of GNNs. For example, Nettack [73] is one of the
first to reveal the vulnerability of GNNs. It generates subtle
adversarial perturbations on both node features and graph
structure. GraphAT [74] introduces a dynamic regularizer.
It helps stop perturbations from spreading too far in the
graph. GCNVAT [75] looks at sensitive feature directions. It
smooths GCNs along these directions to reduce the effect
of adversarial changes. BVAT [76] uses virtual adversarial
training. It runs the training in batches to better learn local
graph structures. GCORN [77] enhances inherent robustness
against node feature attacks by enforcing orthonormal weight
matrices, yielding an attack-agnostic robust GNN.

5.3.2 Loss Refinement Approaches
Loss refinement techniques enhance robustness by modifying
the objective function, typically through regularization terms
grounded in stability analysis:

min
F

ℓERM(F(Xnoisy,A),Y) + λℓREG, (19)

where ℓREG penalizes sensitivity to input perturbations (e.g.,
via Lipschitz constraints [165]). T2-GNN [78] proposes a
dual teacher-student framework, where one teacher focuses
on node features and the other on graph structure. Both
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Fig. 5: Illustration of the attacks and defenses around both
private data and model weights. The objective of the attack
model is to extract private information from a target GNN.
In response, the model needs to take measures and safeguard
privacy from the attack model.

teachers transfer clean patterns to assist in recovering cor-
rupted attributes. MQE [79] takes a probabilistic view and
learns noise-invariant meta-representations by estimating
the quality of multi-hop features using a Gaussian model.
Beyond explicit repair, BRGCL [80] offers a different angle,
embedding Bayesian nonparametrics into contrastive learn-
ing. The model iteratively distills robust prototypes from
nodes with high confidence.

5.4 Discussion
Noise in real world GNNs mainly includes label noise, struc-
ture noise and attribute noise, all of which degrade model
performance and robustness. Beyond node-level robust GNN
training against label noise, some studies focus on graph-
level learning, aiming to achieve reliable predictions for
unlabeled graphs in the presence of noisy labels, such as
D-GNN [150] and OMG [151]. Methods addressing structure
noise include meta-learning [166], adversarial attack [57], [68],
[167], graph revision [56], [59], graph sampling [62], [63], and
others [168], [169]. The main idea is to optimize the graph
structure and enhance robustness. To understand model
robustness (and inversely sensitivity), Lipschitz stability [165]
serves as a key metric for quantifying sensitivity to structure
noise, influenced by both perturbation magnitude and Lips-
chitz constant. It provides theoretical guidance for designing
graph models robust to structural noise. Such analysis can
also guide the theoretical development of structure-resilient
graph models. Despite these efforts, work that directly targets
attribute noise is still scarce. Most existing research focuses
more on label noise and structural noise, highlighting a
critical gap in GNN literatures for real world.

6 PRIVACY

GNNs perform well on relational data and are widely used,
but often overlook privacy risks in sensitive domains such
as finance, e-commerce, and healthcare [18], [127]. Like
other deep models, most GNNs are vulnerable to privacy
attacks [170]. Figure 5 outlines a general GNN privacy
framework, and Table 3 summarizes related works.

6.1 Privacy Attack
Privacy attacks on GNNs target sensitive information – such
as training data, node/link attributes, or model parameters

TABLE 3: Overview of methods for privacy attack/defend
on GNNs models. (“SR”: structure reconstruction, “AR”:
attribute reconstruction, “GPI”: general privacy issues)

Method Attack Focused Implementation &
or Defend Problem Details

He et al. [82] Attack MIA Node-level, Black-box
He et al. [171] Attack MIA Edge-level, Black-box
Wu et al. [172] Attack MIA Graph-level, Black-box
Duddu et al. [83] Attack AIA Node-level, Black-box
GraphMI [84] Attack RA White-box, SR
Defazio et al. [173] Attack MEA Adversarial Framework
Wu et al. [85] Attack MEA Information Leakage

Shen et al. [86] Attack MEA Node-level, Black-box,
Attack API access

DPNE [87] Defend MIA DP
PrivGnn [88] Defend MIA DP
DP-GNN [89] Defend MIA DP
KProp [90] Defend MIA DP
GERAI [91] Defend MIA DP
DP-GCN [94] Defend AIA LFD
DGCF [174] Defend AIA LFD
GAL [92] Defend AR AT
APGE [93] Defend AR AT & LFD
SpreadGNN [95] Defend GPI FL
D-FedGNN [96] Defend GPI FL
GraphErase [97] Defend GPI Machine Unlearning
watermark [175], [176] Defend MEA MOV
MIAGraph [81] Attack & Defend MIA DP

–and are typically classified into four categories based on
their objectives [18], [127].

Membership Inference Attack (MIA). MIAs aim to
reveal whether a sample – such as a node [82], edge [171],
subgraph [81], or entire graph [172] – is included in the train-
ing dataset, leading to potential information leakage [177].
Formally, with the GNN model F trained on training dataset
D, the attacker builds a binary classifier AMIA such that:

AMIA(F(v)) =
{
1 if v ∈ D,
0 otherwise.

(20)

For instance, MIAGraph [81] trains a shadow model on
data similar to the target model’s training set and uses it
to guide the attacker. The success of MIA largely relies on
overfitting and information leakage from GNN, thus lacking
consideration of the generalization gap.

Attribute (/Property) Inference Attack (AIA). AIAs aim
to uncover data attributes that are not explicitly included in
the feature set [83], [178]. Given a trained GNN model F , a
node vi ∈ D with attributes xi, and its neighborhood N (vi),
There are some public attributes xpub

i ⊂ xi used as features,
and some private attributes excluded from input features
x

priv
i = xi\xpub

i . The attacker’s goal is to build an inference
model AAIA such that

x̂
priv
i = AAIA(F ,xpub

i , {xj}vj∈N (vi)) (21)

can be used to estimate the private attributes of node vi.
If the attack is white-box, the attacker may also access the
internal layers of F , such as h(l)

i , a hidden representation of
node vi at layer l, and take the form of x̂priv

i = AAIA(h
(l)
i ).

When the graph structural information is well-protected and
thus N (vi) is unknown, attackers may learn to extract some
global properties of the training graphs (e.g., average node
degree, graph density, connectivity). Real-world datasets of
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all kinds can be targeted – e.g., GNNs on molecules (revealing
chemical bonds, atom types) or social networks (leaking
private traits like gender, age) [83].

Reconstruction (/Model Inversion) Attack (RA).
RAs aim to infer private information of target samples

and are generally categorized into attribute and structure
reconstruction [18]. Attribute RAs recover node features xi

from embedding hi via x̂i = AARA(hi), while structure RAs
infer graph topology, e.g., Âij = ASRA(h

⊤
i Whj), where

ASRA can be a sigmoid function to get edge probabilities.
Unlike AIAs, RAs target public attributes x

pub
i embedded

in features [18]. These attacks often assume access to node
embeddings [83], [84], [179], [180]. For instance, GraphMI [84]
employs projected gradient descent and a graph auto-
encoder to reconstruct the adjacency matrix, and feature
explanations can further enhance structure inference [181].

Model Extraction (/Stealing) Attack (MEA). MEAs pose a
significant threat to large models accessed via APIs [182], po-
tentially enabling other privacy and adversarial attacks [18].
Attackers aim to replicate the target model by training a sur-
rogate that mimics its performance and decision boundaries.
Let Q = {Gi}|Q|

i=1 be a set of query graphs, and F(Gi) the
predictions returned by the model. The attacker’s goal is to
train a surrogate model F̂ such that:

F̂(Gi) ≈ F(Gi), ∀Gi ∈ Q. (22)

Some privacy attacks operate in a transductive or white-
box setting, while others follow an inductive or black-box
paradigm [183]. Early methods using adversarial frameworks
achieved up to 80% output similarity [173], whereas more
recent approaches report fidelity as high as 90% on transduc-
tive GNNs [85]. MEAs on inductive GNNs have also shown
strong effectiveness, even when attackers are restricted to
remote API access to the victim models [86].

6.2 Privacy Preservation

On the other side, various methods have been proposed to
make GNNs more resilient to privacy attacks [127].

Differential Privacy (DP). DP offers formal privacy
guarantees for both i.i.d. and graph data. It ensures that an
algorithm’s output remains nearly unchanged when applied
to neighboring datasets D′ differing from original dataset D
by only a few records. Formally, a randomized algorithmM
satisfies (ε, δ)-DF, if for all measurable subsets S of outputs:

P[M(D) ∈ S] ≤ eε · P[M(D′) ∈ S] + δ. (23)

DP mitigates MIA by limiting individual data influence
through noise injection, with strong theoretical guaran-
tees [184]. DPNE [87] enforces DP in network embedding
via perturbed matrix factorization that implicitly preserves
DeepWalk/LINE properties, though suffers significant utility
loss (∼30% accuracy drop at ϵ = 1) due to high gradient
sensitivity in random walks. MIAGraph [81] combines
output perturbation and homophily reduction. PrivGNN [88]
trains a DP-protected teacher model on poisoned data, then
distills it into a student model. DP-GNN [89] uses DP-SGD
to privatize gradient updates. KProp [90] adds noise to node
features pre-aggregation, relying on averaging to maintain

utility. GERAI [91] addresses membership privacy in recom-
mendation systems via dual-stage encryption, perturbing
user features while optimizing a modified loss.

Latent Factor Disentangling (LFD). In typical GNNs,
embeddings encode both sensitive and task-relevant in-
formation [93]. LFD addresses this by decomposing node
embedding hi into private and task-related components:
hi = [h

priv
i ||h

pub
i ], where hpriv

i captures private (sensitive) fea-
tures, and h

pub
i captures utility (non-sensitive or public) fea-

tures. Disentanglement enforces independence between them
by minimizing mutual information, exactly corresponding
to processing AIA. APGE [93], built on a graph autoencoder
(GAE), augments the decoder with privacy-related labels to
encourage label-invariant embeddings. In node-dependent
privacy settings, DP-GCN [94] introduces a two-module
framework: one disentangles sensitive and non-sensitive
representations, and the other trains a GCN on non-sensitive
components for downstream tasks. DGCF [174], originally for
graph collaborative filtering, also yields privacy-preserving
embeddings by separating user intentions.

Adversarial Training (AT). A common defense approach
is to deliberately reduce the effectiveness of specific privacy
attacks. This strategy is known as AT [127] or adversarial
privacy-preserving [18]. This approach trains models to
minimize attack success while preserving downstream task
performance, typically framed as a min-max optimization
where a GNN encoder F learns embeddings that are both
task-relevant and privacy-preserving:

min
F

max
S

ℓERM(F(G),Y)− λℓADV(S(F(G)),Y), (24)

where ℓERM is the empirical risk for a downstream task, S
is an adversary model to infer private information from
embeddings, ℓADV is the adversary’s loss (e.g., predicting
sensitive attributes), and λ is a hyper-parameter controlling
the utility-privacy trade-off. GAL [92] defends against worst-
case attackers via graph information obfuscation. APGE [93],
framed as a LFD method, also uses AT via an adversarial
autoencoder to learn privacy-preserving embeddings. Net-
Fense [185] instead perturbs the graph structure (e.g., the
adjacency matrix) to mislead attackers without adversarial
model updates. Thus, AT is capable of addressing various
adversarial modes, such as AIA, RA, MEA, etc.

Federated Learning (FL). FL enables collaborative model
training across distributed clients without sharing raw data,
preserving privacy by aggregating local updates for global
model optimization [128], [186]. Mathematically, let K be the
set of participating clients, D be the full dataset, w be the
global model parameters, wk be the local model parameters
on client k ∈ K, ℓk(wk) be the loss on client k over their
private dataset Dk, the federated objective is typically:

min
w

∑
k∈K

|Dk|
|D|
· ℓk(w), (25)

where in each training round t, the federated averaging
(FedAvg) algorithm proceeds as:

w
(t+1)
k ← w(t) − η∇ℓk(w(t)), (local update)

w(t+1) ←
∑
k∈K

|Dk|
|D|
·w(t+1)

k . (global aggregation)
(26)
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This framework ensures that only the local server accesses
raw data, preventing potential information leakage. So it
performs well in dealing with MIA and even more general
privacy issues. Graph FL models are typically categorized
into three types based on graph data distribution: (i) Inter-
graph FL, where each client holds a subset of graph sam-
ples [187]; (ii) Intra-graph FL, where each client owns a
subgraph [188]; (iii) Decentralized FL, where clients commu-
nicate directly and aggregate without a central server [189].
FL faces challenges such as training with partial labels in
decentralized settings. SpreadGNN [95] addresses this with
DPA-SGD, while D-FedGNN [96] adopts DP-SGD for a
similar solution.

6.3 Discussion

In addition to the methods discussed, other privacy-
preserving techniques have been developed, such as machine
unlearning [97], where GraphErase [97] uses balanced graph
partitioning to maintain performance after node removal.
Model-ownership verification (MOV) [175], [176] embeds
watermarks into models to protect intellectual property. As
privacy concerns grow, especially for proprietary models or
those trained on sensitive data, understanding and defending
against privacy attacks is crucial. Several defense strategies
for GNNs exist, each with trade-offs: DP adds noise for
strong guarantees but may reduce utility; LFD separates
sensitive from task-relevant features for better control but
requires prior knowledge; AT simulates attacks to balance
defense and accuracy but can be unstable; FL avoids data
sharing to preserve privacy but remains vulnerable without
enhancements like DP. These methods complement each
other depending on threat models and use cases.

7 OUT-OF-DISTRIBUTION

Despite the strong representation capabilities of GNNs, they
often display a mix of unsuitability and overconfidence
when test sample distribution significantly deviates from
the distribution of training samples. In this section, we
delve into the Out-Of-Distribution (OOD) problem on graphs.
There are two common OOD scenarios: OOD detection and
OOD generalization. Figure 6 illustrates the basic schematic
diagrams for these two scenarios in GNNs. Next, we will
discuss these two aspects in detail.

7.1 Out-of-distribution Detection

OOD detection on graphs, which aims to distinguish test
samples from the major in-distribution (ID) training data,
has become an essential problem in real-world applica-
tions. Formally, we assume there is an ID graph dataset
Din = {Din

1 , · · · Din
N1
} and an OOD graph dataset Dout =

{Dout
1 , · · · Dout

N2
}, where data are sampled from a major

distribution Pin and an OOD distribution Pout, respectively.
The general purpose of OOD detection on graphs is to
identify its source distribution (i.e., Pin or Pout) based on
the learned detector T :

T (Dv; τ, s,F) =
{
Dv ∈ Pin, if s(Dv,F) ≤ τ

Dv ∈ Pout, if s(Dv,F) > τ
, (27)

In-distribution

OOD-3

OOD-2

OOD-1

GNN
Classifier

Optimize

Detection

Detection

Generalize

OOD-4

Fig. 6: Illustration of the OOD issue in real-world GNN train-
ing. While the model is trained on observed in-distribution
data, the presence of OOD data calls for the development of
mechanisms for OOD detection and generalization.

where F is the trained model, s is a scoring function and τ
is the corresponding threshold. Dv can be a node or a graph
corresponding to the node-level or the graph-level task.

Based on the different scoring function designs, exist-
ing OOD detection methods on graphs can be roughly
partitioned into: propagation-based approaches, classification-
based approaches and self-supervised learning-based approaches.
Table 4(a) presents the overview of these methods and we
present a comprehensive introduction of these as follows.

7.1.1 Propagation-based Approaches

Unlike i.i.d. OOD detection in CV/NLP, node-level OOD de-
tection involves connected ID and OOD nodes. Propagation-
based methods adapt label propagation or GNN message
passing to transfer uncertainty estimation (UE) frameworks.
The process is typically represented as:

s
(t)
i = αs

(t−1)
i + (1− α)

∑
vj∈N (vi)

Πi,js
(t−1)
j , (28)

where Πi,j reflects the importance of neighbor node vj on vi,
α controls the concentration parameter of scoring. GPN [98]
explores uncertainty quantification for OOD node detection.
The method extends the input-dependent Bayesian update
and explicitly models epistemic and aleatoric uncertainty by
propagating node-wise estimates along the graph. However,
Bayesian-based methods typically suffer from high com-
putational complexity, which has motivated research into
alternative approaches and approximate implementations.
GNNSage [99] proposes a node-level OOD detection based
on an energy function and introduces an energy-based belief
propagation (BeP), which propagates the estimated energy
score among nodes in the graph iteratively. OODGAT [100]
explicitly models the interaction between ID and OOD
nodes and separates these two types of nodes during
feature propagation. OSSNC [101] learns to mix neighbors
to mitigate the propagation to and from OOD nodes in a
variational inference (VI) framework for simultaneous node
classification and OOD detection.

7.1.2 Classification-based Approaches

Another typical OOD detection method originated from a
simple baseline, which uses the maximum softmax probabil-
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TABLE 4: Overview of methods for graph OOD detection
and generalization. (“BaP”: Bayesian posterior, “BLO”: bi-
level optimization, “SI”: statistical independence, “GNAS”:
graph neural architecture search)

(a). OOD Detection

Method Task Type Core Idea Implementation & Details

GPN [98] Node-level Propagation BaP, UE
GNNSage [99] Node-level Propagation Energy, BeP
OODGAT [100] Node-level Propagation Entropy Regularization
OSSNC [101] Node-level Propagation VI, BLO
AAGOD [102] Graph-level Classification Data-Centric, Amplifier
BWGNN [103] Node-level Classification Graph Wavelet
GKDE [104] Node-level Classification UE
iGAD [105] Node-level Classification Graph Kernel
GLocalKD [106] Graph-level SSL KD
GOOD-D [107] Graph-level SSL CL
GRADATE [108] Graph-level SSL CL
GLADC [109] Graph-level SSL GAE, GR
GraphDE [110] Node-level SSL VI, GR
OCGIN [111] Graph-level SSL OCC
OCGTL [112] Graph-level SSL OCC
GOODAT [107] Graph-level SSL IB
SIGNET [191] Graph-level SSL IB, Hypergraph
SGOOD [192] Graph-level SSL Substructure

(b). OOD Generalization

Method Task Type Core Idea Implementation & Details

DIR [193] Graph-level Subgraph CI, Intervention
CAL [114] Graph-level Subgraph CI, Disentanglement
CIGA [115] Graph-level Subgraph CI, CL
StableGNN [116] Graph-level Subgraph CI, Regularization
SizeShiftReg [117] Graph-level Subgraph IL, Regularization
GIL [118] Graph-level Subgraph IL, Regularization
FLOOD [194] Node-level Subgraph IL, CL
LiSA [120] Graph & Node Subgraph IL, Regularization
EERM [121] Node-level Subgraph IL, AL
GraphAT [74] Node-level AL Augmentation
CAP [122] Node-level AL Augmentation

WT-AWP [125] Node-level AL Augmentation,
Regularization

LECI [124] Graph-level AL IL, Augmentation
AIA [123] Graph-level AL Augmentation
OOD-GNN [129] Graph-level RD SI
GRACES [195] Graph-level RD GNAS
OOD-LP [196] Edge-level TA -

ity as the indicator scores of ID-ness [190]. The formation of
the OOD score can be:

s(Dv,F) = Max(F(Dv)). (29)

AAGOD [102] proposes a data-centric post-hoc method in-
stead of re-training the model for graph-level OOD detection.
The method adopts a learnable amplifier generator to enlarge
the indicator score gap between OOD and ID graphs. Some
classification-based approaches also focus on node-level
OOD detection and graph anomaly detection. BWGNN [103]
uses the Beta wavelet kernel as a tailored spectral filter in
GNN for node anomaly detection. GKDE [104] considers
multidimensional uncertainties for node-level OOD detec-
tion. iGAD [105] treats graph-level anomaly detection as a
special case of graph classification and proposes a dual-
discriminative framework with GNN and graph kernel
together to learn the label.

7.1.3 Self-supervised Learning-based Approaches
Since data labeling on graph-structured data is commonly
time-consuming and labor-intensive [197], recent studies
also consider the scarcity of class labels and OOD samples.

The basic idea is to learn a self-supervised learning (SSL)
framework for OOD detection on graphs based on unlabeled
ID data and the method is mainly focused on graph-level
OOD detection or anomaly detection.

Contrastive Learning (CL). A popular approach for self-
supervised graph OOD detection is to drive multiple views
of a graph sample and detect the OOD sample based on
inconsistency. GLocalKD [106] jointly learns two GNNs and
performs graph-level and node-level random knowledge
distillation (KD) between the learned representations of
two GNNS to learn a graph-level anomaly detector. But
the singularity of perspective and scale limits its semantic
richness. GOOD-D [107] performs perturbation-free graph
data augmentation and utilizes hierarchical CL on the gener-
ated graphs for graph-level OOD detection. GRADATE [108]
proposes a multi-view multi-scale CL framework with node-
node, node-subgraph and subgraph-subgraph contrast for
graph anomaly detection.

Graph Reconstruction (GR). Some works also aim to
discriminative representations through reconstruction mech-
anisms and infer the graph OOD samples. GLADC [109] uses
graph CL to learn node-level and graph-level representations
and measure anomalous graphs with the error between
generated reconstruction graph representations and original
graph representations in a graph convolution autoencoder
way. GraphDE [110] models the generative process of the
graph to characterize the distribution shifts. Thus, ID and
OOD graphs from different distributions indicate different
environments and can be inferred by VI.

One-Class Classification (OCC). The goal of OCC is to
train embeddings to cluster within a defined hypersphere,
establishing a decision boundary. OCGIN [111] studies an
end-to-end GNN model with OCC for anomaly detection.
OCGTL [112] further extends the deep OCC method to
a self-supervised detection way using neural transforma-
tions graph transformation learning as regularization. GOO-
DAT [113] introduces a graph test-time OOD detection
method under the graph information bottleneck (IB) principle
to capture informative subgraphs. The surrogate labels are
inherently ID, which can be seen as another kind of OCC.

7.2 Out-of-distribution Generalization

Another key challenge in real-world OOD scenarios is graph
OOD generalization [198], [199], addressing distribution
shifts between training/test data. It covers node-level (node
classification) and graph-level tasks (graph classification),
with the latter being more studied. Let F denote the GNN
classifier.The objective is to find the optimal F∗ satisfying:

F∗ = argmin
F

sup
e∈E

E(G,y)∈Se [ℓ(F(G), y)],

where E is a set to collect all the test environments, and Se
include all graph-label pairs in the environment e. ℓ(F(G), y)
calculates the tailored loss for each sample. Distribution shift
typically involves attributive shift (node attribute changes
from varying backgrounds/environments) and structural
shift (adjacency matrix variations from connectivity/graph
size differences). Table 4(b) presents a overview of these
methods and we introduce these below.
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7.2.1 Subgraph-based Approaches
Subgraph-based approaches [193] assume that every graph
consists of a crucial part and a non-crucial part from semantic
and environmental information, respectively. To identify
subgraphs with crucial knowledge, they usually utilize
causal inference and invariant theory for effective graph
representation learning.

Causal Inference (CI). A key research direction constructs
a structural causal graph (SCG) for theoretical analysis
(TA), modeling interactions between invariant and spuri-
ous components. Following [193], invariant component is
typically extracted via learnable subgraph masking, with loss
functions enforcing invariance to non-causal features, which
can result in a common form of the loss objectives as:

min ℓERM(F(G),Y) + λℓVAR, (30)

where ℓERM denotes the empirical risk on the training dataset
and ℓVAR is related to the variances of the predictions with
different simulated spurious factors viewed as intervention.
Based on this framework, numerous advanced variants are
developed by integrating different techniques. For example,
CAL [114] incorporates graph representations into the SCG,
followed by the attention mechanism and representation
disentanglement to select causal patterns. Besides, shortcut
features are included in graph representations using the
backdoor adjustment theory. CAL’s attention-based causal
selection lacks theoretical invariance guarantees and relies
on predefined causal assumptions. Further, CIGA [115]
considers the graph generation process with and without
partial interaction between invariant and spurious parts, and
then identifies the crucial subgraph by maximizing the intra-
class semantics for invariance. In addition, StableGNN [116]
adopts a differentiable graph pooling operator for subgraph
extraction, which is optimized using a distinguishing regu-
larizer with reduced spurious correlations.

Invariant Theory (IT). As in Eq. (30), causality-based
methods relate IT to interventions. Other approaches lever-
age IT via data augmentation to improve robustness against
distribution shifts by extending ERM to invariant risk mini-
mization. For instance, SizeShiftReg [117] simulates size shifts
with graph coarsening and applies a regularization loss for
consistency. GIL [118] learns subgraph masks and uses invari-
ance regularization. FLOOD [194] employs node dropping
and attribute masking for contrastive bootstrapping [200].
MoleOOD [119] uses VI to guide invariant learning (IL).
LiSA [120] generates variational subgraphs under informa-
tion constraints and encourages diversity via energy-based
regularization. EERM [121] simulates adversarial virtual
environments for node-level IL.

7.2.2 Adversarial Learning Approaches
Adversarial learning (AL) has been widely utilized for OOD
generalization [201] to reduce the domain discrepancy, which
is naturally extended to graph data. Some approaches utilize
AT to generate effective perturbation for enhancing the gener-
alization capacity. For example, GraphAT [74] adds learnable
perturbations to the target graph, which are trained to
degrade the smoothness, addressing the worst-case problem.
Yet it underutilizes the graph structure and environmental
information. CAP [122] maximizes the training loss in the

neighborhood of model parameters and node attributes,
which can mitigate the risk of falling into the local minima.
AIA [123] generates augmented data by merging dual masks
for environmental/stable features, preserving semantics.
Its regularization terms constrain perturbations to ensure
optimization stability. LECI [124] adopts causal analysis
from [115] to remove spurious correlations. It uses AT to
enforce subgraph independence from labels/environments
via an discriminator. WT-AWP [125] adapts the adversarial
weight perturbation to graph classification as a regularization
term, which is applied on partial layers to relieve potential
gradient vanishing. Several domain adaption approaches
also utilize AT to align graph representations across different
domains [126], [202]. DEAL [126] leverages adversarial
perturbation on node attributes to transfer source graphs
into the target domain. In summary, these AT approaches
can implicitly reduce the distribution discrepancy in the
embedding space across domains. However, they usually
require prior knowledge of domain or environment labels.

7.2.3 Discussion

Beyond designing scoring functions for OOD detection on
graphs, recent efforts have emphasized explainability and
generalization. For graph-level OOD and anomaly detection,
methods such as SIGNET [191] jointly produce anomaly
scores and explanatory subgraphs by maximizing mutual in-
formation across multi-view subgraphs, while SGOOD [192]
leverages substructure information for enhanced represen-
tations. Meanwhile, generalization techniques like CL [115],
[194], [203], [204] and representation decorrelation (RD) [129],
[195] have been adapted to improve OOD robustness. Theo-
retical studies also explore OOD link prediction [196], and
large-scale benchmarks [198] have been developed to support
empirical evaluation. These advances have been applied in
real-world domains such as molecular property prediction
and drug discovery [119].

8 CONCLUSION AND FUTURE WORK

In summary, this survey presents a comprehensive review of
how real-world GNNs tackle four major challenges: imbalance,
noise, privacy, and OOD, which are often underrepresented
in prior surveys. We first discuss the vulnerabilities and
limitations of current models to reveal critical challenges,
followed by a detailed categorization of existing methods
addressing each aspect. Representative works are highlighted
for their key contributions. In the following, we conclude
with forward-looking discussions on promising future direc-
tions in real-world GNN research.

Enhancing Scalability. Most existing studies address
imbalance, noise, privacy, and OOD challenges on small-scale
graph datasets, leaving a gap with the large-scale graphs
common in real-world scenarios. These issues become more
complex at scale, requiring models with greater efficiency
and robustness. For example, G2GNN [34] alleviates imbal-
ance by constructing a graph-of-graphs using graph kernel-
based similarity, but its reliance on pairwise computations
limits scalability. Exploring pre-training on small graphs
and transferring to large, imbalanced, noisy, or OOD graphs
remains a promising and impactful direction.
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Improving Interpretability. Many real-world GNN ap-
plications, such as drug discovery, healthcare, and traffic
planning, require high interpretability. Although existing
methods have demonstrated strong performance under
challenges like class imbalance and OOD generalization,
interpretability remains underexplored. Enhancing model
transparency through explanations is vital for reliability and
robustness against attacks [205]. For example, SIGNET [191]
jointly outputs anomaly scores and explanatory subgraphs
via multi-view mutual information maximization. Incorpo-
rating built-in interpretability, post-hoc explanation, and
counterfactual reasoning offers a promising path toward
trustworthy GNNs in sensitive domains.

More Theoretical Guarantees. Establishing theoretical
guarantees is essential for building reliable GNNs in real-
world settings. While prior work has mainly focused on
expressive power [206], theoretical insights into GNNs’
generalization under noise, distribution shifts, and adver-
sarial conditions remain limited. Such analyses can validate
GNNs’ robustness to natural perturbations and adversarial
attacks, supporting their deployment in safety-critical ap-
plications. For example, GraphGuard [207] offers provable
robustness against structural and feature perturbations in
graph classification. Advancing theoretical guarantees is vital
under scenarios like class imbalance and label noise, and
developing unified analytical frameworks.

Comprehensive Benchmarks and Universal Models.
Real-world scenarios are often studied in isolation, with
existing models tailored to specific settings, limiting their
generalizability. For example, UDA-GCN [202], designed for
domain adaptation, fails under more complex tasks such
as transfer learning with noisy labels. So, a comprehensive
benchmark is needed to systematically assess models across
diverse real-world challenges and yield an integrated score.
Such a benchmark would facilitate fair evaluation and
drive progress toward developing universally robust GNNs
capable of performing well across heterogeneous conditions.

Towards More Realistic Applications. Building real-
istic GNN models is critical for broader deployment in
domains such as biology, finance, and transportation. For
instance, GNNs aid in analyzing protein-protein interaction
networks [208], which are often imbalanced and exhibit
OOD behavior when applied to new organisms. In finance,
GNNs effectively detect rare fraudulent transactions in large-
scale networks [142], while in transportation, they support
route optimization under dynamic conditions [209]. These
applications highlight the need for GNNs that can handle
class imbalance, adapt to OOD data, and incorporate online
learning to manage evolving environments.
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[208] M. Réau, N. Renaud, L. C. Xue, and A. M. Bonvin, “Deeprank-gnn:
a graph neural network framework to learn patterns in protein–
protein interfaces,” Bioinformatics, vol. 39, no. 1, p. btac759, 2023.

[209] Z. Yu, Y. Guo, and Y. Chen, “Learning trajectory routing with
graph neural networks,” in International Conference on Big Data and
Computing, 2020, pp. 121–126.

Wei Ju is currently an associate professor with the College
of Computer Science, Sichuan University. Prior to that, he
worked as a postdoc and received his Ph.D. degree in the
School of Computer Science from Peking University, in 2022.
His current research interests focus on graph neural networks,
bioinformatics, drug discovery, recommender systems, and
spatio-temporal analysis. He has published more than 70
papers in top-tier venues.

Siyu Yi is currently a postdoc in Mathematics at Sichuan
University. She received the Ph.D. degree in Statistics from
Nankai University, in 2024. Her research interests focus on
graph machine learning, statistical learning, and subsam-
pling in big data. She has published more than 20 papers.

Yifan Wang is currently an assistant professor in the School
of Information Technology & Management, University of
International Business and Economics. Prior to that, he
received his Ph.D. degree in Computer Science from Peking
University, in 2023. His research interests include graph

neural networks, disentangled representation learning, drug
discovery and recommender systems.
Zhiping Xiao received the Ph.D. degree from the Computer
Science Department, University of California at Los An-
geles. She is currently a postdoc with the Paul G. Allen
School of Computer Science and Engineering, University of
Washington. Her current research interests include graph
representation learning and social network analysis.
Zhengyang Mao is currently a master’s student at the
School of Computer Science, Peking University. His research
interests include graph representation learning, long-tailed
learning and quantitative finance.
Yifang Qin is an graduate student in School of Computer
Science, Peking University, Beijing, China. Prior to that, he
received the B.S. degree in school of EECS, Peking University.
His research interests include graph representation learning
and recommender systems.
Nan Yin is currently a postdoc at Mohamed bin Zayed
University of Artificial Intelligence. He received the Ph.D.
degree in School of Computer Science and Technology,
National University of Defense Technology. His research
interests includes transfer learning and graphs.
Senzhang Wang received the Ph.D. degree from Beihang
University. He is currently a Professor with School of
Computer Science and Engineering, Central South University,
Changsha. He has published over 100 papers on the top
international journals and conferences. His current research
interests include data mining and social network analysis.
Xinwang Liu received his Ph.D. degree from National Uni-
versity of Defense Technology (NUDT), in 2013. He is now
Professor at School of Computer, NUDT. His current research
interests include kernel learning, multi-view clustering and
unsupervised feature learning. Dr. Liu has published 200+
peer-reviewed papers, including those in highly regarded
journals and conferences such as TPAMI, TKDE, TIP, TNNLS,
ICML, NeurIPS, CVPR, AAAI, IJCAI, etc. He is an Associate
Editor of IEEE T-NNLS and Information Fusion Journal.
Philip S. Yu received the Ph.D. degree in E.E. from Stanford
University. He is a distinguished professor in Computer
Science at the University of Illinois at Chicago. He a recipient
of ACM SIGKDD 2016 Innovation Award for his influential
research and scientific contributions on mining, fusion and
anonymization of big data, the IEEE Computer Societys 2013
Technical Achievement Award for pioneering and funda-
mentally innovative contributions to the scalable indexing,
querying, searching, mining and anonymization of big data.
He was Editor-in-Chiefs of ACM Transactions on Knowledge
Discovery from Data (2011-2017) and IEEE Transactions on
Knowledge and Data Engineering (2001-2004).
Ming Zhang received her Ph.D. degree in Computer Science
from Peking University. She is a full professor at the School
of Computer Science, Peking University. Prof. Zhang is a
member of Advisory Committee of Ministry of Education
in China and the Chair of ACM SIGCSE China. She is
one of the fifteen members of ACM/IEEE CC2020 Steering
Committee. She has published more than 200 research papers
on Text Mining and Machine Learning in the top journals
and conferences. She won the best paper of ICML 2014 and
best paper nominee of WWW 2016 and ICDM 2022.

This article has been accepted for publication in IEEE Transactions on Pattern Analysis and Machine Intelligence. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TPAMI.2025.3630673

© 2025 IEEE. All rights reserved, including rights for text and data mining and training of artificial intelligence and similar technologies. Personal use is permitted,

but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: SICHUAN UNIVERSITY. Downloaded on December 09,2025 at 07:04:43 UTC from IEEE Xplore.  Restrictions apply. 


